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Autonomous mobile robot navigation in real unmodi-
fied outdoor areas frequented by people on their busi-
ness, children playing, fast running bicycles, and even
robots, remains a difficult challenge. For eleven years,
the Tsukuba Challenge Real World Robot Challenge
(RWRC) has brought together robots, researchers,
companies, government, and ordinary citizens, un-
der the same outdoor space to push forward the lim-
its of autonomous mobile robots. For the Tsukuba
Challenge 2017 participation, our team proposed to
study the problem of sensors-to-actuators navigation
(also called End-to-End), this is, having the robot to
navigate towards the destination on a complex path,
not only moving straight but also turning at inter-
sections. End-to-End (E2E) navigation was imple-
mented using a convolutional neural network (CNN):
the robot learns how to go straight, turn left, and
turn right, using camera images and trajectory data.
E2E network training and evaluation was performed
at Nagoya University, on similar outdoor conditions
to that of Tsukuba Challenge 2017 (TC2017). Even
thought E2E was trained on a different environment
and conditions, the robot successfully followed the des-
ignated trajectory in the TC2017 course. Learning
how to follow the road no matter the environment is
of the key attributes of E2E based navigation. Our
E2E does not perform obstacle avoidance and can be
affected by illumination and seasonal changes. There-
fore, to improve safety and add fault tolerance mea-
sures, we developed an E2E navigation approach with
model-based system as backup. The model-based sys-
tem is based on our open source autonomous vehicle
software adapted to use on a mobile robot. In this
work we describe our approach, implementation, ex-
periences and main contributions.

Keywords: Tsukuba Challenge, end-to-end navigation,
deep learning, path planning, obstacle avoidance
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1. Introduction

Fully autonomous mobile robot navigation performs a
series of tasks on the same environments used by peo-
ple every day, having to deal with pedestrians, bicy-
cles, children, and possibly other robots, no matter the
weather, both indoors and outdoors, negotiating with cars
and semaphores at crosswalks; that was the vision con-
ceived more than eleven years ago by the pioneers [1-3]
of the Tsukuba Challenge Real World Robot Challenge
(RWRC) [a], year to year confronted by dozens of teams.

One of the basic rules of the Tsukuba Challenge (TC)
is that the environment will not be modified in any way to
suit the robot or teams: it is the same outdoor environment
used by people everyday for their business. Therefore,
robots should take and adapt the environment as it is, no
matter weather changes. Furthermore, it is a fundamental
responsibility for all teams that robots should not harm
or endanger in any way humans transiting the designated
environment; several safety measures have been taken and
improved during the years.

From our past experiences [4-9], we know TC also in-
volves moving from outdoors to indoors and back, iden-
tifying individuals among the crowd, constant blocking
and occlusions by curious children and adults alike, deal-
ing with fast moving bicycles and robots out of con-
trol, abrupt steps and curbs, very limited time between
semaphore changes to cross a road transited by vehicles,
season changes affecting appearance of the environment,
and so forth.

For many years, the dominant implementation strategy
of most teams is called model-based: detection, actua-
tion, localization and navigation algorithms for a robot are
implemented following some defined set of rules, condi-
tions, thresholds, and so on (see [4,6,10-12] for some
model-based implementations on previous TC). In recent
years, teams have started considering machine learning,
in particular deep neural networks (DNN), to achieve
higher performance for object detection and classification
(see [13-15]). As far as we know, no other team has con-
sidered the so called End-to-End navigation (sensors-to-
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Fig. 1. Our system for mobile robot navigation.

Fig. 2. The complete Tsukuba Challenge 2017 course (satel-
lite view from Google Earth).

actuators) approach.

In this work, we propose a system for autonomous mo-
bile robot navigation with two components: End-to-End
(E2E) navigation and model-based navigation as support-
ing system. In E2E, camera images are fed to a convo-
lutional neural network (CNN)), it generates as output the
direction to the next target waypoint used to navigate to-
wards the defined goal. While E2E navigation has been
studied previously for mobile robots [16] and in recent
years has been considered for autonomous vehicles [17-
19], our approach is more simple to realize particularly
for a mobile robot.

To increase safety and robustness of our system, E2E
is complemented with a model-based component: when
the robot is deviated from its trajectory or there is some
obstacle, an evaluator program chooses the model-based
system to steer the robot and then switches back to E2E.
For the model-based system we adapted our open source
platform for autonomous vehicles driving, called Auto-
ware [20], to suit our mobile robot. Fig. 1 shows a concept
representation of our system.

Figure 2 shows a satellite view of the Tsukuba Chal-
lenge 2017 course. It consists of a 2 km path starting at a
park (lower left), then moves to a promenade, then a plaza,
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then goes indoors and back to outdoors. For our participa-
tion in Tsukuba Challenge 2017 (TC2017) using the pro-
posed E2E approach, we chose a small segment of about
200 m from the complete 2 km course. Due to distance
limitations, we conducted several experiments and trained
the E2E navigation neural network on a different course at
Nagoya University, of similar attributes our TC2017 tra-
jectory: a park covered with trees, diverse road surfaces,
walkways with many branches (intersections), and season
changes affecting the visual appearance. A comparison
of both training and testing environments is presented on
Fig. 3.

The main contributions of this work are summarized as
follows:

« E2E method for mobile robot navigation based on
deep learning,

o effective transition between E2E and model-based
methods for safety and robustness,

« adapting a autonomous vehicle software platform to
a mobile robot, and

« lessons learned on the implementation of this navi-
gation system.

This work is structured as follows: in Section 2 we
present a survey of related research followed by an
overview of our system in Section 3. In Section 4 we
discuss in detail our E2E approach while in Sections 5
and 6 we explain our model-based and backup systems,
respectively. In Section 7 we present experimental results
of our evaluations at Nagoya University and at Tsukuba
Challenge, and conclude in Section 8.

2. Related Works

Tsukuba Challenge is an autonomous mobile robot
event held at Tsukuba City in Japan for more than eleven
years. Every year, dozens of teams confront the challenge
(for TC2017, as many as 53 teams enrolled) and their col-
lective experiences have been published in several media.

Our team, Meidai Autonomous Driving (MAD), was
formed by several members with previous experiences at
former editions of TC. Our first participation was at the
very first TC held in 2007 (see Morales et al. [4]) for suc-
cessful 1 km autonomous navigation and in 2008 we had
another participation (see Morales et al. [5]). Details of
participation by the Nagoya University itself are detailed
on [7-9].

Sensors-to-actuators (E2E) based navigation has been
studied previously, where the dominant sensor is so far
vision. Pomerleau et al. [21-24] are among the pioneer
works on E2E vehicle navigation; their ALVINN (au-
tonomous land vehicle on a neural network) takes images
from a camera and computes several images transforma-
tions (what they call virtual camera) by shifting and rotat-
ing the original image to left and right 14 times to consider
situations where the vehicle is deviated from its trajectory.
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Fig. 3. Evaluation environment of E2E, (a) at Tsukuba Challenge 2017, (b) at Nagoya University.

These images then are input to a basic artificial backprop-
agation neural network with 30 outputs to indicate steer-
ing direction.

The DARPA Learning Applied to Ground Robots
(LAGR) program brought back learning methods for E2E.
LeCun et al. [16] proposed an E2E approach for a mobile
robot using stereo images and a convolutional neural net-
work (CNN) with two outputs to code left turns and right
turns. In their approach, a human operator steers the robot
several times along a designated path, which includes
obstacles, the robot learns from images how to follow
the trajectory and avoid obstacles, with a steering perfor-
mance very similar to the human operator. Their system
was trained under several illumination and weather condi-
tions. Bajracharya et al. [25] also proposed an E2E system
for mobile robot off-road navigation using stereo cam-
era images and two stages of supervised/self-supervised
learning based on support vector machines (SVM), short-
range to understand geometric features of the road, and
long-range for traversable road and path following.

In recent years, E2E navigation has been considered
again on autonomous driving vehicles. Chen et al. [26]
proposed a model-based and deep learning-based method
for autonomous vehicle driving on a simulator. Their tar-
get is to measure driving affordance using a CNN to com-
pute over 13 indicators from road images, including the
angle of the car to the road, distance to lane markings, and
distance other cars. These indicators are fed to a model-
based driving controller.

Bojarski et al. [17], similar to LeCun’s work, used CNN
for E2E navigation with emphasis on lane keeping, over
diverse roads achieving over 10 miles. For training data,
they collected actual steering data and images from three
cameras installed in the front of the vehicle (left, cen-
ter and right), under several weather and road conditions.
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Three cameras allowed to capture data from different per-
spectives regarding the traffic lane center. They also aug-
ment the data set using virtual images generated by chang-
ing each camera’s viewpoint using a random rotation an-
gle and shift similar to Pomerleau. Steering information
is included during training; for the generated images, vir-
tual steering information is generated so the vehicle re-
turns to the center of the lane after two seconds. Includ-
ing this augmentation their training data amounts to over
72 hrs. Their viewpoint transformation approach allows
them to train the model including diverse lane center de-
viation conditions and then being able to return back to
the center.

Xu et al. [18] proposes an E2E method to learn driving
models from monocular video data where time-sequence
is important. For that, they developed a dilated fully con-
volutional network (FCN) combined with long short-term
memory (LSTM). Their system allows to predict driving
actions (straight, stop, left, right). Yang et al. [19] used
several CNNs for feature classification aimed to analyze
E2E vehicle control on a simulator. Their networks ex-
tract features like sky area, road-side area and road surface
area. Each CNN output is the steering angle and samples
come from a human operating the driving simulator. Their
work does not seem to consider image transformations.

Our work has been inspired by the works of Bojarski
et al. [17] and Pomerleau [22]. We use a similar CNN ar-
chitecture as [17], however, our work uses one single cam-
era on a mobile robot. Bojarski’s work is aimed at lane
keeping while our approach is aimed at robot steering in
complex trajectories with branching. In Seiya et al. [27],
we presented a first evaluation this E2E model for a mo-
bile robot. We use virtual camera images by viewpoint
transformation approach similar to [22].

Different from previous works, a novel element of our
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Fig. 4. Implemented navigation system.

approach is that steering information is included in the
CNN during training: the direction to the next waypoint
on the trajectory is encoded and added to the fully con-
nected (FC) layers.

Regarding our model-based system, Autoware (see
Kato et al. [20] and [b]) is a collection of modules, li-
braries and nodes for autonomous vehicles. It covers most
of the required functions, including: driving, mapping, lo-
calization, trajectory generation, path planning, object de-
tection (pedestrians, other cars, traffic signs, etc.), drivers
for multiple sensors (2D/3D LiDARs, cameras, radars,
GPS/GNSS, IMU, car computers and in-car sensors), dif-
ferent map formats, an so on. This open source tool
started at Nagoya University, tested in vehicles running
autonomously in many cities, is currently maintained by
TierlV Inc. [c], with a large community of users and de-
velopers worldwide. One key element of Autoware is its
implementation based on ROS (robot operating system),
therefore it becomes accessible to others using current ve-
hicles, robots, sensors and rosbag log files.

3. System Overview

The system implemented for our participation in
TC2017 is shown in Fig. 4. Two major sub-systems work
simultaneous and complementarily for maximum safety
and robustness: our End-to-End system based on CNN
and our model-based system using Autoware.

The E2E system uses camera images and the direction
to the next target waypoint as input data; the CNN was
trained and tested at Nagoya University and later tuned
for the Tsukuba Challenge course. The model-based sys-
tem uses the 3D LiDAR, a priori maps generated off-line
from 3D LiDAR data during trial runs, and a global tra-
jectory as inputs; several modules like mapping, localiza-
tion, path planning and detection cooperate so the robot
navigates towards the goal.

An evaluator program gathers output data from both
sub-systems, robot current pose and velocity, target lin-
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ear velocity v and angular velocity @. Under normal cir-
cumstances the system runs on E2E mode so the evaluator
uses the target (v, ®) pair and sends it to the robot control
board. When the evaluator judges the robot has deviated
over some margin from its trajectory, it switches to the
model-based target (v, @) pair.

The robot of our team, called NUIV (Fig. 5), has mul-
tiple sensors: a Velodyne VLP16, a Hokuyo UTM-30LX,
a Point Grey Grasshopper3 camera, a iniLabs’ Dynamic
and Active-pixel Vision Sensor (DAVIS-240) event cam-
era (only to collect data) and rotation encoders; position-
ing sensors like GNSS, IMU, etc. were not used. A SH2
board was used to as actuator to control the robot motors
and read odometry information (not used in our participa-
tion) running SH-Spur software [d].

The robot’s main computer is a HP Zbook Studio 3,
with Intel Xeon CPU E3-1545M with 4 cores/8 threads,
NVIDIA Quadro M1000M GPU with 4 GB GPU mem-
ory and 512 GPU cores, 32 GB main RAM and a external
2 TB SSD storage for log data recording. It is important
to mention that SSD had to be formatted with EXT4FS
file system different from the default NTES file system
to be able to match the log writing speeds demanded by
our system (2 cameras, 3D LiDAR, 2D LiDAR, etc. with
high data rates). Another important lesson in this regard
is that heat coming from notebook and other devices af-
fects writing speed of SSD so it had to be well cooled and
conditioned. Autoware version 1.5.1 was modified to suit
our needs as described above. For robot control we used
SSM/SH-Spur libraries [d]. adapted to use with ROS.

4. End-to-End Navigation

4.1. CNN

The model of our convolutional neural network (CNN)
is shown in Fig. 6 and was inspired on [17]. The network
has 11 layers: one normalization layer (Norm.), 5 convo-
lutional layers (Conv.), and 5 fully connected layers (FC).
The input image RGB planes are passed to the network.

Journal of Robotics and Mechatronics Vol.30 No.4, 2018
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Fig. 6. Convolutional neural network model of our E2E approach, kernels sizes are also illustrated.

As shown in Fig. 6, the first 3 convolutional layers have
a 5 x 5 kernel (2 x 2 stride) and the remaining 2 layers a
3 x 3 kernel (1 x 1 stride).

The convolutional layers correspond to feature maps:
from low level features in the initial convolution layers
towards higher level features with relation to robot con-
trol (steering) in the final layers. The output of CNN is
the angular velocity o to steer the robot towards the next
target. While it is not generated by the neural network,
the E2E system also outputs the linear velocity v to drive
the robot (shown in Fig. 4), set here as a constant value of
20 m/s.

One questionable element of this network is that this
target direction vector (2 neurons) is very small when
compared to the flattened feature map, thus its contribu-
tion will be insignificant. Therefore, we added a L2-norm
of the image feature map weight coefficients on the er-
ror function, achieving good balance on both sets of fea-
ture vectors for training. Our loss equation corresponds to

Eq. (1).

1
loss:NZ(fi— 2+gZW12 N )

where N is the number of training data, f; is the pre-
dicted value at the output layer and % is the actual de-
sired response value (curvature Kk to the next target). W
is the set of weights from the first fully connected layer
(FCy), and 1 is a mixture coefficient defined experimen-
tally (n = 0.05).

With this method our robot learns the necessary con-
trol signals to move towards the next target. In fact, the
network learns how to steer the robot (local navigation)
to follow the specified trajectory, and is able to deal with
unknown trajectories as well.

4.2. Data Augmentation

As the robot follows the trajectory using camera im-
ages, it is likely that it deviates: vibrations from rough
terrain, wheel slippage, localization errors, illumination
changes, and inaccurate model training are some of the
causes. Deviations from the path means that the camera
viewpoint changes so the visual appearance of the next
target waypoint also changes.

To cope with these deviations, we augment the set of
images used for training so that the robot knows how to
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recover. We used Zhang [28] calibration method to ex-
tract the camera’s intrinsic and extrinsic matrix necessary
for the viewpoint transformation, and based on Hartley
et al. [29] we computed 9 different images by rotating the
viewpoint by some angle « in intervals of 5° in the range
of [—20°,20°]. This process is shown in Fig. 7, the central
original image corresponds to 0°.

Regarding validation of such configuration, in Seiya
et al. [27] we evaluated different cameras layouts on a
mobile robot and also virtual images by changing each
camera viewpoint. Training data was collected for the fol-
lowing configurations (all cameras with identical specifi-
cations and synchronized):

« single camera (at front-center) and no transforma-
tion,

« single camera (idem) with viewpoint transforma-
tions,

« three cameras (at front-left, front-center, front-right)
and no transformation,

« three cameras (idem) with viewpoint transformations

From experimental results we found that one single cam-
era with data augmentation by viewpoint transformation
minimized the lateral error on the defined lane boundaries
(see [27] for details).

While three cameras with viewpoint transformations
cover a larger field-of-view (FOV) and seemed more ade-
quate for the problem, we found that lateral cameras data
dominated over the central camera during training; Bo-
jarski suggests randomization to control the amount of
lateral cameras data. Nevertheless, in this work we chose
to use a single camera with viewpoint transformation, this
simplifies the system and minimizes processing time and
resources.

For each training image, we used PurePursuit trajec-
tory following algorithm [30,31] to generate the neces-
sary paths to return from the transformed camera view-
point to the robot trajectory angle 6 (in the robot’s refer-
ence system) after N camera frames (here, N = 20 frames,
about 2 seconds). We recorded previously the array of
robot poses (position and heading) over time, with camera
images synchronized with robot pose using timestamps.
Therefore, the robot position N frames ahead is simply
i+ N where i is the current posture index.
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Fig. 7. Data augmentation by viewpoint transformation.
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augmentation.

Based on Coulter [31], we computed the corresponding
path curvature Ky, for each angle o for a lookahead dis-
tance N projected on the ground 2D plane. For the sake
of completeness, details are as follows. From Fig. 8(a),
2= x%‘ +y(21, = y(zx +d?, and d = r — x4, therefore:

2

1
r = -—, and with Kk = —
2xq r

2
2% 2xq

2 x g

where [ is the chord length of the arc (lookahead distance
to the target position) with coordinates (xy,yq),  is the

Ka -

568

circle radius and d is an offset. The curvature K, corre-
sponds to the label of each image during training.

Adding this data during training allowed us to learn the
necessary control signals to return back to the center of the
trajectory when the robot is deviated. In Fig. 8 we show
some examples of curvature generation, Fig. 8(a) shows
the case for o = 0° (no deviation), Figs. 8(b)—(d) some
subsequent deviation cases. Rotating all the generated tra-
jectories back to the initial undeviating robot heading 6 is
shown in Fig. 8(d).

4.3. Target Direction

Right before the FC; layer in Fig. 6, the direction of
the next target waypoint is concatenated to the flattened
Convs layer. Target direction data is read from the robot
trajectory obtained from model-based as shown in Fig. 4:
from the pointcloud of the 3D LiDAR sensor we perform
self localization and to find the nearest waypoint we used
waypoint_follower from Autoware. The target di-
rection does not come from the self localization system
world coordinates but the target direction as seen from
the nearest waypoint in robot local system.

Target direction 7 is computed from the robot’s twist
data (linear and angular information) and normalized T
and T, components (i.e., T = ( ”TT"”, HTT’”)) Computation of
T components is straightforward (refer Fig. 9 for details):

v .
o = — with k =

)
r r

. (3
(0] T,
K:E:W,frOmEq(Z)
2T,
) x 2
0=TI-Z24TH .. @)
WthTy=v . . . e (5)
(1 1
T, =min | — + —2—1)2 N ()]
K K

As shown in Fig. 9, for the next target direction input,
we used the curvature necessary to go from the current
heading (no transformation, & = 0°) to an artificial way-
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Table 1. CNN general training configuration.

Condition | Value
CNN input RGB images from camera
and direction vector
Image size Horizontal 200 pixels
Vertical 66 pixels
CNN output Next target curvature K
Activation function Relu
Training times 200000 iterations
Mini-batch size 10
Learning rate 0.00001
Adam optimization

point set at M frames ahead (here, M = 160 or 16 sec-
onds). As such, we can steer the robot using a smaller
lookahead distance N while “keeping in sight” the next
coming waypoint at a longer lookahead distance M. This
longer value suits best for steady steering for non deviated
cases and straight road segments.

4.4. Training

Network training was done at Nagoya University and
the training configuration is shown in Table 1. As al-
ready explained, each image for training and validation
is transformed by 9 different viewpoint angles o;—1, . 9
and the corresponding robot direction label (desired out-
put %) corresponds to the path curvature k. The actual
number of images used for training and validation will be
explained in Section 7.

5. Model-Based Navigation: Autoware

For our participation in Tsukuba Challenge 2017, Au-
toware was the tool used for model-based navigation and
it was customized to suit our mobile robot. Some param-
eters and programs originally designed for a large vehi-
cle (a Toyota Prius PHV) were modified, including: vehi-
cle dimensions, maximum speed and acceleration, lateral
safety (minimum distance with obstacles at left and right),
longitudinal safety (minimum distance with closest obsta-
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cles in the travel direction), number and separation of roll-
outs for local planning, certain planning policies, etc.

From Autoware, we used the modules discussed in the
following sections.

5.1. Mapping

ndt _mapping_tku is an implementation of 3D NDT
(Normal Distributions Transform) based on Takeuchi
et al. [32] and Magnusson [33]. ndt _mapping_tku was
fast and simple enough for the scale of this job. The map
itself is quite correct from top-down view (Fig. 10(a)),
but from the side view (Fig. 10(b)) the map has a persis-
tent deformation on the vertical axis. This issue was con-
firmed before using different sensors and also by different
teams. While the actual cause has not being identified yet,
it is argued that this problem is due to the rather coarse
resolution of the 3D LiDAR. Nevertheless, the same map
was used during trials and the finals.

The map was generated off-line from raw scan data
from the 3D sensor alone, using a downsampling resolu-
tion of 1.0 m over a total volume of 2600 m x 2600 m x
300 m. The output is a PCD (point cloud data) file which
is used as the map reference in Autoware.

5.2. Localization

ndt_matching is the NDT implementation only for
matching of scans against a 3D reference map (see also
Akai et al. [34]). Depending on the map resolution and
environment conditions (dynamic obstacles around the
robot) initial matching convergence might take a potential
long time. Our team relied completely on 3D LiDAR for
robot position estimation and we did not use any other po-
sition reference sensors like GPS/GNSS, IMU, odometry
or similar. Therefore, the initial position estimation was
set manually using ROS visualization tool RVIZ “2D pose
estimate” function which issues the “/initialpose” topic
based on the user pose selection on the 3D map render-
ing. Correct and accurate localization usually took several
iterations with RVIZ “2D pose estimate” function until
satisfactory results were achieved. In Autoware’s imple-
mentation this is the usual initialization method.

To help reducing the 3D data volume for localiza-
tion, the voxel_ grid_filter downsampling node
was used with a leaf resolution of 2 m and a maximum
laser range of 100 m. With this configuration and the grid
volume described above, ndt _matching might require
about 13 GB of RAM and heavy CPU usage.

5.3. Detection

euclidean_cluster is Autoware’s implementa-
tion of PCL library’s Euclidean clustering algorithm to
group 3D pointcloud into 3D clusters which represent
possible obstacles. We used a leaf size of 25 cm and
a clipping window of 50 cm over the 3D sensor and
80 cm below the 3D sensor (including ground removal).
ground_filter node was used to separate the 3D
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pointcloud into points which correspond to the ground
and the rest of data.

NDT-based localization and clustering of 3D data are
rather heavy tasks, in particular NDT localization is se-
riously affected by the OS process scheduler limiting it
access to CPU and memory. We had several issues of
localization convergence loss just by running other com-
putational heavy processes like euclidean_cluster.
To solve this we moved euclidean clustering computation
to the available GPU on the computer.

5.4. Mission and Motion Planning

The waypoint_saver node was used to gener-
ate the robot trajectory. The robot estimated pose is
computed by ndt_matching and waypoint_saver
records the poses at 1 m intervals. The trajectory data
include coordinates relative to the initial position, direc-
tion and velocity but for navigation we ignored the latter.
waypoint_follower was used to generate the set of
twist commands (linear and angular velocities) to follow
the trajectory.

The way_planner node, part of OpenPlanner by
Hatem et al. [9] and integrated on Autoware, was used for
global planning, it can compute trajectories using vector
maps for vehicles but in our case using the above trajec-
tory. Fig. 11 shows the robot trajectory for our participa-
tion in Tsukuba Challenge 2017.

The dp_planner node, also part of OpenPlanner, was
used for local planning, from the current robot position
to some target position (goal), the goal was defined also
using RVIZ “2D Nav Goal” tool. The path planning is
computed based on robot maximum velocity, number of
rollouts (possible trajectories to avoid an obstacle, turn at
a curb, change lanes, see Fig. 19 in Section 7.2.3), avoid-
ance distance, lateral and longitudinal safety margins, etc.
Careful configuration of dp_planner node was neces-
sary for our mobile robot: compared with a vehicle the
robot is smaller and slower, yet it is more dynamic and
moves in tighter spaces than a vehicle. Fig. 19 shows
dp_planner making a obstacle avoidance decision, the
highlighted rollout corresponds to the path the robot will
follow.

The pure_pursuit nodeis Autoware’s implementa-
tion of the PurePursuit trajectory following algorithm [30,
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(b)
Fig. 10. Generated map using NDT for Tsukuba Challenge 2017: (a) top view, (b) side view (note the vertical error).

31], which computes a circumference arc to smoothly
join the current robot position and some goal point in the
trajectory at a lookahead distance and arc radius. The
pure_pursuit node computes the twist data (linear
and angular information) for the robot to move.

The twist_filter node filters the acceleration for
safe robot operation.

6. E2E with Autoware Backup

As shown in Fig. 4, an evaluator component gets target
robot control data (linear velocity v and angular velocity
o pairs) generated by both E2E (¢ = (vg, @g)) and Au-
toware (%4 = (Va,®4)), and the current robot pose and
current velocity. The evaluator then analyses the input
data and will send either ¢ or %4 robot control data to
the SH-Spur board to drive the motors. Both ¢z and %
are synchronized using ROS’s timestamps.

Both systems, E2E and Autoware are running in paral-
lel so robot control data roughly corresponds to the same
target waypoint in robot local coordinates. This ensures
robustness for robot operation, in case one system fails
the other can keep the robot in operation, and if both fails
the evaluator can stop the robot.

Details are given on Algorithm 1. The criteria to
switch between E2E and Autoware is simple, using cur-
rent pose & if the robot is deviated over some threshold
 from the current waypoint %, the evaluator will switch
robot control output to 6, for some amount of time .# so
that the position error is minimized by localization and
path planning, and then returns back to k.

The main parameters used in our system are summa-
rized in Table 2.

7. Experimental Results

In the following subsections we present results for ex-
periments held at different evaluation locations, namely
the Nagoya University course (Section 7.1) and the
Tsukuba Challenge 2017 course (Section 7.2), shown in
Fig. 3. While both courses are rather short compared with
the complete TC2017 course (Fig. 2), the firstis 211.43 m
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Algorithm 1 Model evaluation and switching
1: while true do

2: Read G «— (Vg, wg) /*from E2E*/

3: Read 64 < (va, w4) /*from Autoware*/
4: Read & and # /*from Autoware*/

5 d —||T|| from & to # using Egs. (5) and (6)
6: if d > 7 then/*deviation is large*/

7: counter «— F

8: end if

9: if counter # 0 then
10: E — G
11: counter < counter — 1
12: else
13: C — Gk
14: end if
15: Write % to robot controller

16: end while

and the second is 299.6 m, they are considered sufficient
for our study on E2E autonomous navigation and to test
our system.

7.1. Nagoya University Environment

This section details the experiments at Nagoya Univer-
sity, Fig. 3(b) shows the map for this course. We sepa-
rated the evaluation scenarios into the following cases:

o Model-based (Autoware) only
o E2E only
« E2E with Autoware backup

In the following subsections we show the different results.

7.1.1. Model-Based

In Fig. 12 we present the navigation performance of
Autoware itself, as expected robot navigation follows cor-
rectly the defined trajectory. The robot starts at location
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(b)

Fig. 11. (a) way_points and global trajectory of the robot using OpenPlanner, (b) enlargement of starting position.

Table 2. Navigation system parameters.

| Component Parameter Value
max. linear velocity 0.5 m/s
3 max. angular velocity | 0.4 rad/s
3 max. acceleration 0.02 m/s?
~ max. angular accel. 0.04 rad/s?
dimensions (0.5,0.7,1.2) m
(width,depth,height)
m linear velocity Vg 0.2 m/s
A image width 200 pixels
image height 66 pixels
setup baselink localizer 0.3m,0m, 1.2 m,
(x,y,z,roll, pitch,yaw) | 0°,0°,0°)
voxel_grid_filter | leaf size 2m
voxel-grid_-filter | measurement range 100 m
ground-filter max slope 15°
ground-_filter gap threshold 0.17 m
ground_filter clip threshold 0.5m
ndt_matching error threshold 2m
ndtmatching resolution Im
g ndtmatching max. iterations 30
2 | euclidean—cluster| remove ground true
g euclidean_cluster| leaf size 0.25m
< | euclidean_cluster| cluster min. size 30
euclidean_cluster| clip. min. height —0.8 m
euclidean.cluster| clip. max. height 0.54 m
euclidean_cluster| use GPU true
dp-planner max. velocity 0.5 m/s
dp.planner plan distance 10 m
dp.planner rollouts number 6
dp.planner avoiding distance 2m
dp-planner avoiding limit 0.5m
dp.planner lateral safety 0.2 m
dp.planner longitudinal safety 0.5m
o Model switch distance | 0.4 m
= threshold .7
% Autoware model 10s
L% switching time

(0 m,0 m) and followed the trajectory in a counter clock-
wise (CCW) direction. The path following positioning er-
ror (perpendicular distance from the current position to
the target trajectory) expressed as the RMSE from the
robot actual position with respect to the defined trajectory
(waypoints) is about 12.8 cm, with a maximum error of
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Fig. 12. Autoware’s behaviour: (a) shows the traveled path
and (b) the angular velocity response.

75.1 cm. Fig. 12(b) also shows the angular velocity (@)
profile send to the robot for during the complete course.
As steering decisions are affected by localization accuracy
and small changes in robot position every 100 ms (local-
ization period), the @ profile itself is not smooth. As the
robot steering response time is limited, there are no no-
ticeable steering jerks.

Please note that the positioning error here is not con-
sidered as absolute measure of performance but to give
a score to one single experiment run. In fact, position-
ing error is relative to the performance of robot localiza-
tion software, which in turn depends on the the dynamics
of the outdoor environment: parked vehicles during map
generation not present on localization tests, other moving
vehicles, seasons change in foliage covered areas, noise
on 3D LiDAR measurements, and so on, have a negative
effect on instantaneous localization results. Therefore, the
robot will not be able to follow the trajectory with same
positioning results.

Figure 12(a) also shows the matching probability, i.e.,
the probability score of the transformation which is ap-
plied to the input cloud to match the given map, taken
from the score function proposed by Magnusson [33].
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Fig. 13. E2E behaviour: (a) shows the traveled path, (b) the
angular velocity response.

This matching probability serves to evaluate the stability
of our robot localization, lower probability values hav-
ing a direct relation with possible localization errors. On
the Nagoya University environment the probability score
was rather low and during experiments localization often
failed. One distinctive attribute of this environment, in
comparison with TC2017, is the pedestrian roundabouts
and semi-circular amphitheatre (see Fig. 3(b) for details).
In such circular spaces finding the correct robot heading
from 3D LiDAR data is challenging.

7.1.2. End-to-End

On the second experiment, we test the performance of
E2E system to steer the robot on the designated trajectory,
navigation results are shown in Fig. 13. Again, the robot
starts at location (0 m,0 m) and followed the trajectory in
CCW direction. The RMSE of path following positioning
with respect to the defined trajectory (waypoints) is about
12.02 cm, with a maximum error of 66.42 cm.

Please note that E2E training uses data from differ-
ent locations at Nagoya University, some portions of this
course were also included. However, the complete data
from this particular course and driving direction was not
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used for training. Furthermore, the training model was
created for different illumination and environmental con-
ditions than the present experimental results.

As stated on Section 4, E2E uses a constant linear ve-
locity (v) and the CNN generates the steering direction
(@) used to drive the robot. Fig. 13(b) also shows the
angular velocity (@) profile send to the robot for during
the complete course. To compare results, the indepen-
dent (v, ®) pair values from both E2E and Autoware, and
also the final robot control values, were recorded, how-
ever, only that of E2E was used to control the robot, as
shown in the figure.

7.1.3. E2E with Autoware

On the third experiment, we show the performance of
our E2E with Autoware backup system on the designated
trajectory, navigation results are shown in Fig. 14(a) run-
ning the same CCW direction. The RMSE of path fol-
lowing positioning with respect to the defined trajectory
(waypoints) is about 13.88 cm, with a maximum error of
80.68 cm.

Figure 14(b) also shows the angular velocity (®) pro-
file send to the robot for during the complete course.
Robot steering angular velocity comes from both Auto-
ware and E2E. To compare results, the independent (v, ®)
pair values from both E2E and Autoware, and also the fi-
nal robot control values, were recorded; we also record
which subsystem output (Autoware’s or E2E’s) was used.
Fig. 14(b) shows in red the actual robot’s control val-
ues from Autoware, which matches the independent val-
ues from the same system; blue shows the actual control
values from E2E, also matching the independent values.
Similar to the E2E only results on Section 7.1.2, we can
clearly identify the system (Autoware or E2E) controlling
the robot at every moment, E2E is in charge most of the
time.

In this experiment, we used a threshold value of
60 cm to switch between models. Regarding results
in Fig. 14(a), the robot starts roughly at coordinates
(2 m, 1 m) and the distance to the next waypoint is larger
than the threshold therefore it starts running in Autoware
mode; after the defined number of frames, it returns to
E2E mode. At coordinates (3.5 m,47 m), there is a brief
localization error (i.e., NDT failed to correctly match the
input scan with the map) and the robot position jumps
about 1.2 m in the horizontal axis (shown in detail in
Fig. 14(c), position error is shown with perpendicular
lines to the target trajectory). As such, the distance to
next waypoint is larger than the threshold and navigation
switches to Autoware; the sudden steering value to return
to the trajectory is also shown in Fig. 14(b). Please note
this particular model switch was not due to E2E deviation
from the target trajectory, however this case shows the po-
tential of the E2E with Autoware backup to recover from
other sources of error.

The enlarged area in Fig. 14(c) also shows an important
aspect of the localization system used: estimated robot
position is never steady but varies by several centimeters
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Fig. 14. System behaviour: (a) shows the traveled path with
E2E and Autoware switching, (b) the angular velocity re-
sponse, and (c) shows a situation of model switching.

even when the robot is standing still. As already stated,
the dynamics of outdoors mean the environment is never
the same; position is estimated every 100 ms, every new
scan data is different from the previous, thus the position
oscillations observed.
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Fig. 15. System behaviour: (a) shows results for the TC2017 course, (b) the angular velocity response. Different areas during
model switch are highlighted and details on (c)—(h), position error is shown with perpendicular lines.

7.2. Tsukuba Environment

Seven experimental runs were performed on the
TC2017 course on July 8th, September 23rd, October
14th—15th, November 3rd—4th and the finals on Novem-
ber 5th, with environment changes from Summer to Au-
tumn. On each occasion, we recorded rosbag log files for
all sensor data, thus were able to create navigation maps
and running trajectories already discussed.

7.2.1. E2E with Autoware Backup System Evaluation

Having tested the performance of the different compo-
nents of our navigation system, we set to evaluate the E2E
with Autoware system on the objective TC2017 course
(Fig. 3(a)) of this study. Initially the CNN model trained
at Nagoya University was used on the TC2017 course and
it performed with acceptable results. But with seasons
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changing we used camera images captured on TC2017
environment to fine tuned our E2E model. Results are
shown in Fig. 15.

Figure 15(a) shows the response of model switching
during trials at TC2017 in terms of position and used
model. E2E model ran about 70% of the experiment and
model-based overtook control just to return the robot back
to correct trajectory. The robot localization data starts
35 m past the first waypoint (bottom left) and a slightly
to the right of the road due technical issues with the con-
trolling computer, and it ends before the last waypoint
(top right) because extra clearance was added during tar-
get path configuration. The RMSE of path following po-
sitioning from the robot actual position with respect to
the defined trajectory (waypoints) is about 46 cm, with a
maximum error of 1.84 m. Fig. 15(b) shows the angular
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Fig. 16. (a)—(d) scenes of robot overshoot situation in Fig. 15(d), and (e)—(h) scenes of obstacle avoidance situation in Fig. 15(f).

velocity response.

Figures 15(c)—(h) show some selected areas were E2E
navigation caused the robot to deviate over some de-
fined threshold .7 and after some amount of time forc-
ing a switch to Autoware’s navigation, the positioning er-
ror with respect to target waypoints is shown with dark
dashed lines. When E2E deviates and Autoware overtakes
to return back to target trajectory, sometimes the robot
overshoots (as shown in Figs. 15(d) and (f)) and takes
some extra cycles to return back to the normal course.
This problem is due to parameter setting, the curvature to
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return to the target trajectory is too abrupt when it should
have been more smooth, proper parameter tuning is nec-
essary.

Overshooting is illustrated in Figs. 15(a)—(d): during
the first left turn, the robot has deviated and computes a
rather tight curvature to return back to trajectory (shown
in Figs. 16(b) and (d)), it overshoots and has to compute
another curve to return back. There was also a mechanical
issue in the rear chaster wheel which kept the robot oscil-
lating left and right. Figs. 16(e)—(h) also illustrates ob-
stacle avoidance in Autoware while also recovering from
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Fig. 17. Over lkm autonomous run during trials, (a)
shows the traveled path and localization performance, and
(b) shows scenes of the stop situation.

E2E course deviation.

One important difference from the Nagoya University
environment with the TC2017 environment is the lack
of other robots and crowds in Nagoya. Camera images
recorded from TC2017 include scenes of our robot avoid-
ing and overtaking other robots and pedestrians and such
images were part of the training set. The unintended con-
sequence was a tendency of our robot to deviate and go
towards the right.

7.2.2. Trial Runs

Figure 17 shows our maximum autonomous perfor-
mance achieved during trials: a total traveled distance of
1047.3 m, in this case the robot ran on Autoware mode.
This path exceeds the defined trajectory for E2E naviga-
tion but is used to evaluate the performance of model-
based (Autoware) navigation. The robot was stopped with
the emergency stop button due possible collision with
some glass doors, Fig. 17(b) shows the corresponding
scene, the trajectory itself is set towards the left door pane
(not the center as it should), the robot deviated from its
trajectory by 10 cm.

The reason behind this navigation problem is the map
itself. The map was built with a rather coarse resolu-
tion of 1 m suitable for outdoors navigation, but when
it comes to indoor navigation a higher resolution is de-
sirable due to shorter ranges and presence of walls and

576

other artificial structures. Our map was created with sin-
gle resolution and no other approach was devised to over-
come the indoor limitation. The second issue which af-
fects our map is the already mentioned accumulated ver-
tical error (see Fig. 10(b)), when projected in 2D the map
is slightly shorter than it would be with correct vertical
values. Also the trajectory was generated based on that
same map, therefore it has errors.

In general, the RMSE of path following positioning
with respect to the defined trajectory (waypoints) is about
55.14 cm, with a maximum error of 2.21 m.

Figure 17(a) includes also the matching probability.
Using as reference the satellite view on Fig. 2, the match-
ing probability was lower when the robot moved between
buildings in the shopping center (top right part), also on
the first right turn (coordinates (—40 m,50 m)) which is
a rather crowded tent area for TC2017 participants, and
some other scattered places with large number of people
moving, restricting 3D scanning and thus lower localiza-
tion accuracy.

7.2.3. Finals

The TC2017 finals is where all participant teams offi-
cially prove their systems and a score is assigned based
on total performance. It is also the moment where robot
safety measures are put to the maximum test and systems
deemed unsafe are discouraged by the organizers. E2E
for robot navigation was not used during TC2017 finals
for diverse reasons listed below:

« To increase safety we decided to reduce the switch-
ing threshold .7 value; however, illumination and
weather conditions were contrary to the trained
model and it performed erratically.

« On the weekend of the TC2017 finals a rather large
crowd of participants, robots, judges and families,
visited the park area we designated as target for this
study; this situation was outside of CNN training
conditions.

« The tendency to deviate towards the right of the CNN
model was considered unsafe.

TC2017 finals special case is considered outside the scope
of this E2E research. Therefore, we participated in
TC2017 finals using our model-based subsystem, Auto-
ware. Results of our participation are included here for
completeness.

Figure 18 shows the performance of robot localization
and path following on the selected trajectory for our par-
ticipation. The robot localization data starts a few cen-
timeters before the first waypoint (coordinates (0,0)) due
to preparations on the start line, and it ends before the last
waypoint (top right) because extra clearance was added.
The RMSE of path following positioning with respect to
the defined trajectory (waypoints) is about 17.68 cm, with
a maximum error of 98.4 cm.

Figure 18(a) shows the matching probability. Compar-
ing the environment scenes in Fig. 3 and the localization
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Fig. 18. Navigation performance during TC2017 finals, (a)
shows the traveled path and localization performance, and
(b) shows scenes of obstacles negotiation.

results in Fig. 18, the matching probability was lower un-
der the tree canopy and around the tents areas possibly
due to environment changes from the time the map was
built and the TC2017 finals. In particular, right before
the right turn, there is a tent area full of participant teams
members and other unrelated pedestrians on their busi-
ness. As shown in Fig. 18(b), the robot will turn right
and chooses a path to avoid some obstacles, but localiza-
tion in this dynamic area becomes difficult so matching
probability decreases.

Our team completed the intended target trajectory for
E2E navigation shown in Fig. 18. However, as for the
Tsukuba Challenge 2017 defined goal, an impossible sit-
uation forced us to emergency stop the robot and were
unable to continue the rest of TC2017 course, our total
traveled distance was recorded by the referee as 280 m.

Figure 19 shows scenes of a situation of emergency
stop during the finals: the robot encountered a large and
dynamic group of people mostly very curious children
and parents (Figs. 19(a) and (b)). The group gracefully
decided to open a space for the robot to pass and the
robot finds an avoidance path (Figs. 19(c) and (d)), when
the robot is executing path following a person suddenly
forced his way between the children and right in front of
the robot (Figs. 19(e) and (f)) as close to 10 cm from the
robot. As our robot cannot decelerate fast enough, the
robot operator decided to press the emergency button to
avoid hurting this person.
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7.3. Discussion

After months preparing for the Tsukuba Challenge
participation, we have several experiences and lessons
learned to enrich and contribute with the research com-
munity.

7.3.1. E2E

One definitive deficiency on our E2E is the limited and
ineffective training. During data capture for training at
our environment in Nagoya University, we did not include
crowds, other robots, overtaking people, etc. Illumina-
tion changes during the day and weather were not prop-
erly accounted, transformations of the environment with
seasons change were ignored. All these topics should be
addressed during training of a better model on a future
work.

Regarding illumination and weather conditions, shad-
ows and strong illumination on sunny/clear weather diffi-
cult detecting the environment and poor steering direction
is generated. A hood to block and shadow direct sun-
light was tried during TC2017, at the expense of occlud-
ing parts of the scene, and with no important advantages
(the portion occluded by the hood on the images was re-
moved during training and operation of the CNN). Other
hardware solutions include polarized filters, and software
methods like the illumination invariant image transforma-
tion (see Maddern et al. [35]), will be considered on a fu-
ture development. Thus we can augment the training data
with different illumination levels and filtering for a more
robust and versatile model.

While we have demonstrated the performance of E2E
for robot navigation, it cannot steer the robot to avoid ob-
stacles nor stop the robot in case of possible collision.
However, from the data collected and used for fine tuning
of our CNN, the robot tends to go to the right as detailed in
Figs. 15(a) and 16(e)—(h). While this is an unwanted be-
haviour during simple robot steering, it suggests the pos-
sibility of E2E to achieve obstacle avoidance. A possible
implementation will have a CNN trained for robot steer-
ing and a second CNN or LSTM for obstacle and collision
avoidance. Both networks can be joined at the FC layers
to generated the proper steering signal for both cases.

7.3.2. Autoware

While Autoware is a very complete set of software tools
for autonomous vehicles, it does not work out-of-the-box
for mobile robots. Vehicles move with clearly defined
rules, run on clearly marked and exclusive surfaces, with
governing laws. Instead, the smaller mobile robots for
outdoor environments have all freedom as pedestrians do:
sudden stops, 180° reversals, moving over any drivable
surface, following different trajectories, and even free mo-
tion direction of holonomic robots.

As such, we had to customize several pieces of Auto-
ware, in particular localization and path planning. Some
of the modifications were effective to steer the robot on
narrow spaces and avoid close obstacles. However, path
planning still has some behaviour, meant for vehicles, that
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Fig. 19. Scenes of emergency stopping situation at TC finals, LiDAR pointcloud is shown in color points, clusters for obstacle
avoidance are shown in white points, trajectory and navigation rollouts are also shown.

we did not identify in time. For example, dp_planner
updates the search area (rollouts) with some defined fre-
quency, obstacle avoidance will not work between up-
dates; this is one of the reasons why obstacle avoidance
was not handled properly on TC2017 finals (Fig. 19). Ob-
stacle detection depends on the euclidean_cluster
3D pointcloud clustering, a very heavy process, and run-
ning it on GPU alleviated some of the CPU burden, but it
cannot filter correctly the ground data; therefore we used
an extra node for that purpose, the ground_filter,
adding load upon the CPU.

Autoware’s default map generation tool is the
ndt_mapping, as it cannot process pointclouds on real
time we used instead ndt _mapping_tku. It is possi-
ble to play rosbag files at a fraction of their recording fre-
quency (ex., 1/10th) and ndt _mapping will render good
quality maps. However, very detailed and high resolution
maps means more processing power is required to match a
new 3D scan from the LiDAR and infer the robot position.
After diverse experiences, we used 1 m resolution maps to
achieve good localization and realtime performance. Sub-
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sampling of the input 3D scan pointcloud is also necessary
to improve response.

On the other hand, even if we have good performance
on outdoors, the price to pay is poor localization in in-
doors, as discussed in Section 7.2.2. ndt_matching
seems to have issues estimating the correct vertical posi-
tion (Z-axis), thus the deformity in our maps, such prob-
lem needs to be addressed. Multiple resolution maps to
improve matching convergence and adapt to environment
conditions is a candidate direction for future implementa-
tions. A hybrid localization approach combining two or
more existing technologies is also possible.

From experience we found that ndt_matching lo-
calization failure depends on the available CPU for its
work: if this node is running in parallel with other pro-
cessor intensive tasks, localization failure is highly likely;
thus our efforts to reduce loads, use rather coarse maps,
etc. We found that matching probability value (score) of
ndt_matching, detailed in Section 7.1.1, can be used to
let the robot know when localization failed and stop it as a
safety measure. We added a ndt _matching monitor
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node to watch the health of the localization system: if the
score is under some threshold, for a configurable num-
ber of frames, the ndt _matching monitor will send
a signal to the evaluator to reduce the robot speed; also if
the score is under a second threshold stop the robot.

The ndt _matching monitor also attempts to ini-
tialize ndt _matching (via the “/initialpose” topic) with
the last known good position, computed using an average
filter over a history of past positions with good score. A
better solution would be to keep a particle filter to predict
the robot position for initialization.

The 3D LiDAR (a Velodyne VLP16) was mounted on
the robot about 1.2 m from the ground to have good cov-
erage of the environment. However, for its height and
limited field-of-view, it cannot detect objects close to the
robot (less than 3.3 m) specially those at low height:
cones, curbs, shrubs, other small robots become invisi-
ble. We attempted two last-minute solutions, one was to
use the 2D LiDAR (a Hokuyo UTM-30LX) for stop the
robot on very close objects; the second was to fuse the
pointclouds of 2D and 3D LiDARs, then use the com-
bined one with euclidean_cluster to detect low
height obstacles. The second solution was not effective
since euclidean_cluster also use the ring informa-
tion (number of the laser) of the 3D LiDAR.

7.3.3. Evaluator

The implemented system has at its core an evaluator
node which collects (v, ®) pairs from E2E and Auto-
ware and drives the robot, with preference for E2E sig-
nals. Model switching is simple and effective, yet its
implementation is prone to errors. We discussed in Sec-
tion 7.1.3 about oscillations in robot position estimation;
small position changes and some incorrect localization re-
sults (such as Fig. 14(c)) may affect the distance to the
next waypoint, and cross the switching threshold .7 un-
necessarily.

A better implementation should consider smoothing the
current robot position over time. Reacting to position
changes with the same response time as the localization
software (100 ms) is not required for the evaluator, thus
a short history of robot positions can be used to decide
when to switch.

7.3.4. Others

It was a great performance boost to use EXT4ES to
record rosbag log files on the SSD drive instead of the
default NTFS used by most manufacturers. While the de-
fault file system may suit some applications, having to
record images from several cameras (2 in our case), 3D
LiDAR point clouds, partial results of running programs
(like current position or coordinates transformation), de-
mand higher performance from the file system, and just a
fast media is not sufficient.

Another issue with external SSD drives is their limited
tolerance to temperature changes. While the external tem-
perature has some influence, the internal temperature in-
side the robot case or close to the controlling computer
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deteriorates writing speed. Isolating the SSD drive from
warm components was important.

One anecdotal incident was the fracture of a motor gear
during experiments, this happened running over a pedes-
trian crossing with cars waiting for the semaphore. The
NUIV robot is over 10 years old, already has faced several
editions of Tsukuba Challenge. Some of its parts were 3D
printed using strong materials; after years of operation the
gears have worn out, new gears were 3D printed and re-
placed.

8. Conclusions

In this work we presented our navigation approach for
an autonomous mobile robot, tested during our participa-
tion in Tsukuba Challenge 2017. Our system uses two
diametrically opposite approaches: E2E, based on deep
neural networks, to steer the robot directly from sensors to
actuators; also a conventional model-based system based
on deterministic rules and state-of-the-art algorithms. The
E2E with Autoware support runs both systems in parallel
and an evaluator chooses the best control signals to drive
the robot towards the destination.

E2E navigation was set as the main topic of study for
our participation: to achieve robot steering in complex
environments including turning at intersections. How-
ever its current implementation lacks crucial features for
safe robot navigation, in particular obstacle avoidance,
fundamental on a crowded environment such as TC2017.
Our backup system overcomes this problem, model-based
adds safety features to complement E2E.

For the model-based system we chose a software plat-
form for autonomous vehicles, Autoware. While most of
the technology for autonomous cars comes from robotics
research, vehicles run with clear rules, in exclusive and
marked surfaces, and some basic behaviour can be as-
sumed. Autonomous mobile robots are not so bounded,
thus adapting a vehicle software to use on a mobile robot
has some drawbacks. Nevertheless, the effort was done
and a version of Autoware for autonomous mobile robots
is available.

E2E for robot navigation with basic obstacle and col-
lision avoidance, tolerance to illumination and weather
changes, with a better trained model on diverse environ-
ments and similar conditions to TC2017, will be studied
on a future work. Some modifications in path planning
and localization on Autoware are still necessary to better
suit autonomous mobile robots needs.

All source code (including E2E, modified ver-
sion of Autoware to suit our robot, robot con-
trol), parameters, maps, and videos showing the
performance of our participation are available at
https://github.com/MAVRG/TC2017. Addition-
ally, some rosbag log files, maps and naviga-
tion trajectories are available at Rosbag Store [e]
https://rosbag.tier4.jp/rosbag_details/?1d=212.
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